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Abstract—We propose a novel framework to enable concurrent transmission of multiple users to an access node equipped with a massive multiple-input multiple-output (mMIMO), which encompasses and extends the conventional time-division duplex (TDD) protocol and the recently proposed semi-orthogonal multiple-access (SOMA). The new solution is referred to generalized semi-orthogonal multiple-access (GSOMA). To enable GSOMA, the users are grouped such that the users within each group are assigned mutually orthogonal pilot sequences. However the pilot sequences can be reused in different groups and the users in different group are coordinated such that their pilot sequences do not interfere by a semi-orthogonal mechanism enabled by a resource-offset sequence. We describe the general framework and analyze a case of GSOMA and show that a properly designed GSOMA can outperform the conventional TDD and SOMA.

I. INTRODUCTION TO mMIMO

Massive multiple-input multiple-output (mMIMO) communications is considered as one of promising physical-layer solutions to enable multi-user communication for future communications systems [1]–[4] in response to ever-increased demand for high data rate applications as well as to a more homogenous quality-of-service across the service area. Time-division duplex (TDD) protocol in which the uplink pilot symbols are used to estimate both uplink and downlink is proposed to cope with the pilot overhead for mMIMO arrays. In TDD protocol [1]–[4], the transmission time over each coherence time is divided into four non-overlapping phases: Channel training to learn the channel between the users and the base station, each user transmits some known pilot symbols; Processing Time: the time which is needed to perform the channel estimation and precode the users data for the downlink transmission; and Downlink Data: finally the downlink data of all users are precoded using the estimated channels and transmitted over the same time–frequency resources in a non-orthogonal fashion such that the base station receives a superposition of all transmitted symbols;

In [5], it is shown that the above number of users and the associated aggregate rate can be improved by the so-called a semi-orthogonal feature. In this paper, we further extend this concept and present a generalized one which can bridge both SOMA and the conventional TDD [1] and provide an enhanced aggregate throughput.

The remainder of the paper is organized as follows. Section II briefly reviews semi-orthogonal multiple-access (SOMA) described in [5]. Section III generalizes SOMA scheme to enhance its potential performance. Section IV discusses two realizations of GSOMA and presents an iterative receiver. This section also analyzes the sum-rate for two modes of GSOMA using matched filtering (MF) and zero-forcing (ZF) receiver. Section V presents numerical results and Section VI finally concludes the paper.
We next briefly discuss the semi-orthogonal multiple-access in [5] which is designed to address the uplink capacity shortage problem in mMIMO. SOMA coordinates up to \( K \leq N - 1 \) users, where \( N = T_c B_c \) is the number of resources in time and frequency over which the channel is approximately constant, i.e., the coherence interval. Fig. 1 depicts an example of how the uplink transmission is configured in which \( K = N - 1 \) users are scheduled. Over each coherence block, the user \( 1 \leq j \leq N - 1 \), transmits one pilot symbol and \( N - j \) data symbols such that the pilot symbols of users are transmitted over orthogonal time–frequency resources, and the data symbols of user \( j \), for all \( 1 \leq j \leq N - 1 \), consume all the time–frequency resources of users \( j + 1 \leq k \leq N - 1 \), which are used for both pilot and data transmission. The received signals at the access node in a coherence window is illustrated in Fig. 1. In a given time-slot, some of the users are silent and appears orthogonal while some other users transmit non-orthogonally. For example, in time slot one, only user one transmits its pilot and all other users appear orthogonal and in the second time slot the first user transmits its data symbol and second user transmits its pilot symbol and so forth; cf. semi-orthogonal feature. SOMA when used with an access node with a very high number of antennas can schedule \( K \) users where user \( k \) can transmit \( N - k \) asymptotically error-free symbols. Therefore, for very large antenna arrays, SOMA solution nearly doubles the throughput as compared to the baseline TDD with optimal number of users. The receiver is constructed using a sequential channel estimation and data detection enabled by the designed semi-orthogonal feature embedded in the transmitted signals.

III. GENERALIZED SOMA

We next present the generalized SOMA (GSOMA). Fig. 2 depicts multi-user GSOMA transmission in which the users are grouped into \( J \) groups where each group contains \( k_j \) users for \( j \in \{1, 2, \ldots, J\} \) and \( K = \sum_{j=1}^{J} k_j \) is the total number of the users. The user \( i \) in group \( j \) uses the pilot sequences \( s_i \) for all \( j \in \{1, 2, \ldots, J\} \). That is the pilot sequences are reused. The pilot sequences within each group are orthogonal such that it allows interference-free channel estimation for the users in each group. The maximum number of pilot sequences therefore is \( \max_j k_j \). The conventional reuse of pilot sequences where the pilot symbols interference with one another results to “pilot contaminations” which severely degrades the performance of the users. However with this new solution, it is allowed to reuse the pilot sequences in a controlled fashion. A pilot reuse is performed semi-orthogonally to boost the spectral efficiency of the system. However, the interference is controlled by a transmission of a resource-offset (e.g., timing-offset or frequency-offset) such that the received packets at the access node have the following structure:

- The pilot signals of different groups are received non-orthogonally (for example non-overlapping time slots with timing-offset)
- The pilot sequences of the group \( j \in \{1, 2, \ldots, J\} \), are only interfered by data symbols of users in the groups \( 1 \) to \( j - 1 \). The pilot sequences of the first group are received interference-free. That is the other users appear silent at the receiver side.

With GSOMA, the user may use partial blanking which has the same granularity as the length of pilot region to control the inter-group interference. GSOMA includes both SOMA scheme described in [5] and the conventional TDD solution proposed by Marzetta in [1] as special cases. When each group contains one user and no blanking is used, GSOMA reduces to SOMA. When there is only one group with maximum number of users, then GSOMA reduces to the conventional TDD wherein only orthogonal pilot sequences are used. Therefore, a properly designed GSOMA can combine the advantages of both SOMA and conventional TDD. The advantage of GSOMA with respect to the conventional TDD is that it schedules more groups, which enhances the aggregate rate. Since
within each group the pilot sequences are mutually orthogonal as that in the conventional TDD, it allows performing joint channel estimation without interference for all users in each group and employing joint spatial filtering such as zero-forcing per group to suppress the inter-user interference among the users in each group. This also increases the aggregate rate.

IV. TWO-GROUP GSOMA

In this section, we tailor the design of GSOMA to the cases with two groups and discuss two modes of transmission.

A. Mode 1: without blanking

Fig. 3 shows the transmission protocol and the receiver for the case with two groups where there is no blanking. The users are grouped into two groups such that each group is designed according the conventional TDD wherein the half of the coherence time, i.e. $\frac{1}{2} T_C$, is used for pilot transmission and the other half is consumed for the data transmission. To enable the channel estimation without interference, a time-offset equal to $\frac{1}{2} T_C$ is used. The receiver first estimates the channel of the users in the first group using the knowledge of the orthogonal pilot sequences and then performs joint spatial filtering to decode the data of the first group. The decoded data are fed back to the channel estimator of the second group to perform interference cancellation prior to the channel estimation. After the interference cancellation, the channels of the second group are estimated using the known orthogonal pilot sequences used for the users in the second group. The decoded data of the second group is used to cancel the interference over the pilot symbols of first group. This sequential channel estimation and decoding is iteratively continued until all data are successfully decoded.

We next present the single-cell uplink throughput for the protocol in Fig. 4 with $L$ consecutive sub-frames when the receiver has $n_t$ antennas and the channels are i.i.d. Rayleigh fading with unit variance. We first consider matched-filtering (MF) and then zero-forcing (ZF). The proofs, which are omitted due the space limitation, can be obtained by similar approaches as those in [5].

Proposition 1: The transmission protocol in Fig. 3 where each group contains $K$ users and the receiver employs MF achieves the sum-rate

$$R_{\text{MF}}^{\sum,1} = \frac{K}{2L+1} \sum_{l=1}^{L} (R_{1,l} + R_{2,l}) \quad (1)$$

where

$$R_{1,l} = \log \left( 1 + \frac{(n_t-1)(1-N_{e_1,l})P_{d_{1,l}}}{N_0 + N_{e_1,l}P_{d_{1,l}} + P_{p_{1,l}} + (K-1)P_{d_{1,l}}} \right)$$

$$R_{2,l} = \log \left( 1 + \frac{(n_t-1)(1-N_{e_2,l})P_{d_{2,l}}}{N_0 + N_{e_2,l}P_{d_{2,l}} + P_{p_{1,l}} + (K-1)P_{d_{2,l}}} \right)$$

$$N_{e_1,l} = \frac{N_0 + K N_{e_2,l-1} P_{d_{2,l-1}}}{N_0 + P_{p_{1,l}} + K N_{e_1,l-1} P_{d_{1,l-1}} + (K-1)P_{d_{2,l}} - 1}$$

$$N_{e_2,l} = \frac{N_0 + P_{p_{1,l}} + K N_{e_1,l} P_{d_{1,l}}}{N_0 + P_{p_{2,l}} + K N_{e_1,l} P_{d_{1,l}}}$$

and $P_{p_{j,l}}, P_{d_{j,l}}$ denote the average power consumed for the pilot and data symbols of the users in group $j \in \{1, 2\}$ and sub-frame $l \in \{1, 2, \ldots, L\}$, and $N_{e_1,l}$ and $N_0$ respectively de-
note variance of AWGN at the receiver and channel estimation error, and \(N_{e_1,0} = P_{d_1,0} = P_{p_1,0} = 0\).

**Proposition 2:** The transmission protocol in Fig. 3 where each group contains \(K\) users and the receiver employs ZF achieves the sum-rate

\[
R^Z_{\Sigma,1} = \frac{K}{2L+1} \sum_{l=1}^{L} \left( 1 + \frac{(n_t - K)(1 - N_{e_1,l})P_{d_1,l}}{N_0 + KN_{e_1,l}P_{d_1,l} + P_{p_2,l}} \right) + \log \left( 1 + \frac{(n_t - K)(1 - N_{e_1,l})P_{d_2,l}}{N_0 + KN_{e_1,l}P_{d_2,l} + P_{p_1,l}} \right) \tag{2}
\]

where \(N_{e_1,l}\) is defined in Prop. 1.

**B. Mode 2: with blanking**

For the case the array contains not so many antenna elements with respect to the scheduled number of users in each group, it is beneficial to partially blank some part of sub-frames to enhance the channel estimation and to improve consequently the performance of spatial filtering which in turn improves the spectral efficiency of the system. The blanking pattern, should be chosen based on the inter-user interference when for higher interference a blanking pattern with a higher density is selected and similarly a sparser blanking pattern should be selected for lower interference to improve the spectral efficiency of the system. Fig. 4 shows the transmission protocol and the receiver for the case with two groups where the blanking is used. The users are grouped into two groups and transmission is arranged such that the pilot symbols of first group do not experience any interference. This is useful for the case that one to enhance the channel estimation for the users in the first group, this also enhances the interference cancelation for channel estimation of the second group. Additionally, this arrangement is also useful for the case where first and second groups compromise far and near users, respectively.

**Proposition 3:** The transmission protocol in Fig. 4 where each group contains \(K\) users and the receiver employs MF achieves the sum-rate

\[
R^M_{\Sigma,2} = \frac{1}{3} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_1})P_{d_1}}{N_0 + N_{e_1}P_{d_1} + P_{p_2} + (K - 1)P_{d_2}} \right) + \frac{1}{3} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_2})P_{d_2}}{N_0 + N_{e_2}P_{d_2} + (K - 1)P_{d_2}} \right) \tag{3}
\]

where \(P_{d_1}, P_{d_2}\) denote the average power consumed for the pilot and data symbols of the users in group \(j \in \{1, 2\}\), and \(N_0\) denotes variance of AWGN at the receiver. The quantity \(N_{e_j} = N_{e_1,j}\) denotes the variance of channel estimation error for users in group \(j \in \{1, 2\}\).

**Proposition 4:** The transmission protocol in Fig. 4 where each group contains \(K\) users and the receiver employs ZF achieves the sum-rate

\[
R^Z_{\Sigma,2} = \frac{1}{3} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_1})P_{d_1}}{N_0 + K N_{e_1}P_{d_1} + P_{d_2}} \right) + \frac{1}{3} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_2})P_{d_2}}{N_0 + K N_{e_2}P_{d_2}} \right) \tag{4}
\]

where \(N_{e_j} = N_{e_{j,1}}\) for \(j \in \{1, 2\}\) is given in Prop. 3.

From the sum-rates in Propositions 1–4, one can see that the imperfections due to inter-user interference, the channel estimation error and AWGN are linearly reduced by the factor of \(\frac{1}{n_t - 1}\) and \(\frac{1}{n_t - K}\) for MF and ZF, respectively. We additionally see that ZF removes the inter-user interference in each group due the data transmission which is one of the advantages of GSOMA with respect to SOMA.

**V. Numerical Evaluations**

For comparison, we consider time-shared TDD as a baseline when the resources are shared between two groups of users when each group is designed according to the conventional TDD. This, using ZF, gives the sum-rate

\[
R^Z_{\Sigma,\text{TS}} = \frac{1}{4} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_1})P_{d_1}}{N_0 + K N_{e_1}P_{d_1}} \right) + \frac{1}{4} K \log \left( 1 + \frac{(n_t - K)(1 - N_{e_2})P_{d_2}}{N_0 + K N_{e_2}P_{d_2}} \right) \tag{5}
\]
where $N_{c,j} = \frac{N_0 + P_{p,j}}{N_0 + P_{d,j}}$.

We next discuss two numerical examples of the sum-rate. Fig. 5 and 6 show the sum-rate of the schemes as a function of number of antennas for $N = B, T_c = 100$, where the number of users in each group is $K = \frac{1}{2}N = 50$. We set $P_{d_1} = P_{d_2} = P_d$ (i.e., uniform power allocation across the subframes) and $N_0 = 0$ dB and the power of the associated pilots are set 10 dB higher than the data for all users to ensure a good channel estimation. In each figure, four schemes are considered: time-shared TDD with ZF, SOMA with MF, GSOMA with transmission protocol in Fig. 3 (i.e. Mode 1) with ZF and $L = 100$, GSOMA with transmission protocol in Fig. 4 with ZF (i.e. Mode 2). In Fig. 5 we set $P_{d_1} = 0$, $P_{d_2} = -20$ dB and in Fig. 6 we set $P_{d_1} = 10$, $P_{d_2} = -5$ dB. In both cases, GSOMA provides an enhanced aggregate rate as compared to the time-shared TDD. The gain is more pronounced for the case that the groups are higher difference in the received signal strength for which Mode 1 performs better. Fig. 6, Mode 2 performs better than Mode 1 due to the fact that the channel estimation for the high-power users in group 1 is less degraded as compared to that in Mode 1.

VI. CONCLUSIONS

We presented a new multiple-access solution and analyzed its aggregate rate. The new solution is constructed using a semi-orthogonal feature for a group of users wherein each group employs the conventional TDD. The numerical evaluation showed that the new proposal can provide a higher aggregate rate as compared to the conventional TDD solution.
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Fig. 4. Two-Group GSOMA with blanking.

Fig. 5. The sum-rate of the schemes for $P_{d_1} = 0, P_{d_2} = -20$ dB.

Fig. 6. The sum-rate of the schemes for $P_{d_1} = 10, P_{d_2} = -5$ dB.